Abstract—This paper presents some research results which assesses the problem of query expansion in search activities. We propose the use of domain ontologies, linguistic processing and validation based on a general dictionary. The work is focused on Learning Object’s search in specialized repositories. It includes a review of query expansion methods that can be used in e-learning and a description of a prototype that implement this approach. The results obtained so far allow us to state that the terms added to the query as result of the expansion process provide more specificity in the retrieved elements. Future research aims to demonstrate that with new terms, it is possible to improve relevance in retrieved Learning Objects.
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I. INTRODUCTION

The quantity of Learning Objects (LO) available in repositories or dispersed in the internet requires new techniques and more effectiveness to search and retrieve them. The success in learning resources retrieval supposes; to express characteristics, restrictions or conditions about learning resource’s use correctly, to select repositories or LO sources according to user’s queries and, to present results that met user’s expectations. This work focuses on the first of these items, specifically in the formulation and the user's query processing. We expect to prove that through linguistic processing, the use of dictionaries and domain ontologies, the instructional designer’s query terms become more specific. In later work, it will be evaluated if these processes provide more precision in LO retrieval.

The rest of this article is structured as follows. Section II, literature review section provides a related work overview about query expansions in learning object retrieval. Section III describes the process of query expansion and the prototype. The empirical results and some discussion are shown in the section fourth. Finally, the main conclusions are outlined in Section V, as well as the future work.

II. QUERY EXPANSION

In general, most users typically formulate very short queries. Often they included terms that do not give sufficient information about the topic required (1). To reduce the complexity associated with formulating queries, it is possible to use different strategies and techniques for reformulation, refinement or expansion. The strategies and techniques can be classified according to interaction mechanisms used in the expansion process as interactive, automatics, or manuals. In the interactive mechanisms, the user selects the relevant results and these are used as input in the expansion process. The automatic mechanisms do not have user intervention since the first results of the query are assumed as relevant results to perform the expansion process. Finally, the manual approach is characterized by the own user who refines the initial query according to the results and perform a new iteration (3).

The query’s ambiguity should be eliminated to increase the amount of relevant results. Therefore, it is necessary to focus on the query’s context. The context is based on the knowledge about a particular domain or a specific task. According to (4), the query expansion can use methods such as lexical co-occurrence, clustering, stemming, and knowledge models. Lexical co-occurrence is the process to establish relationships among words based on the proximity analysis of the terms in a document. In clustering, documents that share a significant number of terms are grouped together in a cluster. The discriminant words from each cluster would be used for expanding the query. In this case, it is assumed that similar documents are relevant to the same queries (5). The stemming is the process in which variations of terms are generated by the addition or removal of prefixes and suffixes as appropriate. This will extend or narrow the scope of the query. Finally, the knowledge-based methods extract the terms semantically related to user's query (6).

The knowledge-based methods could be dependent or independent of the corpus. The corpus as a collection of text well constructed, balanced and annotated, where there the sense that the words take in a context is defined by the words that surround them.
Clustering and lexical co-occurrence methods obtain new terms from document collections. In contrast, based-knowledge model methods extract terms from models. Follows several authors' opinions about the use of different query expansion methods.

Reference (7) proposed an hybrid technique based on semantic latency and query vectorial space. The expansion process is carried out with a matrix of terms/topics. This matrix indexes a set of relevant documents.

Semantic latency mechanisms were also used by (3). They built a vector that represents full semantic of the query. Expansion process rather than comparing each query’s word with the corpus’ word uses a vector to compare the set of words with corpus (3).

On the other hand, (8) integrated query expansion techniques based on corpus dependent knowledge models with lexical co-occurrence. The relevancy level of a specific term is determined by its co-occurrence with the general concept, which can be obtained from the corpus. The general concepts are substituted by a set of specific concepts used in the corpus that co-occurs with the user query's key concept.

Reference (9) proposed a search method based on the concepts instead of the strings. The concepts are dynamically ordered from the set of retrieved documents. More general terms are placed at a higher level followed by the specifics terms at a lower level. Relevant words are extracted from documents on top priority and are organized hierarchically using a subsumption function. This approach determines relationships between concepts and the way they are related.

Chili & De Wilde (2006) presented an interactive method for the expansion. It is based on the assumption that "documents contain terms with high information content that can summarize them and can be used to complement a general query string, to optimally reduce the search space for subsequent queries" (4) (pp.374). The documents can be summarized and used to complement a general query in order to optimally reduce the search space for subsequent queries.

Even though the large amount of expansion methods, query expansion is not always applicable. However, there is general agreement that it is appropriate when having short queries.

Reference (5) stated that there are other decisions that significantly affect the results and performance of the query expansion. Some of these decisions are related to the number of relevant documents, the way to select words or phrases to be used in the expansion, the weight and number of new terms, the exclusion of original terms, and whether the collections should be dependent on the domain. Specifically, (10) demonstrated that the number of new terms is less important than type and quality of the terms chosen.

A. Semantic Expansion having LO repositories searching

Regarding the search in LO repositories, there are other factors to be added to the previously presented issues. LO are resources for learning, therefore, the search process should also consider educational requirements and constraints. These factors influence the selection of most appropriate and relevant LO to the user.

Reference (11) indicated that to reach a real level of reutilization of the Learning Object it is necessary to give them a semantic content that facilitates the search, selection, and composition.

The metadata’s standards are mainly descriptive, that is to say not provide information of the meaning or semantic associated to them (12).

When metadata are described based on dictionaries or ontologies, the semantic is explicit and, therefore, understandable and accessible to computers, other systems or software agents (13).

Through the ontologies it is possible to structure, to homogenize and to give meaning to the metadata (14,15) and it is possible to enrich the query semantically and to rank the results according to your meaning and the related concepts (11).

In this research, it is assumed that the user is an instructional designer. He seeks objects to be integrated in design of a course with the intention that students achieve the expected learning. Thus, this user must have a sufficient level of knowledge on the subject or discipline of the course.

As has been demonstrated in (10), it is possible to support query formulations using knowledge models. They provide terminology and information about equivalence and hierarchical relationships between terms. This is beneficial not only for inexperienced users but also when they are expert in domain.

Most research related to ontology-based query expansion is focused on information retrieval in general and very few studies have been applied to the search for LO's in repositories.

One of the most recent works in this area was published by (16). This study performs query expansion through the Java programming domain ontology (Java Learning Object Ontology - JLOO) defined by (17). First, determine base concepts, i.e. these correspond to the ontology concepts that match initial query terms. Then, determine the user intention, which is to find out the subtree of ontology that represents the intention of user. To accomplish this, total impact of the base-concepts and related concepts in the ontology through synonym relationships is calculated. Finally, adding terms, only the words that belong to subtree of the user's intention must be added, except those that generate ambiguity, such as terms that are repeated in different subtrees of the ontology.

In the study's experiments, it is used a part of the JLOO ontology. Search is performed in the open web, not in LO Repositories. Also a set of relevant documents was extracted manually from the first ten pages retrieved. Considering these issues, the proposal can be efficient and accurate in retrieval of digital resources on the Web.

III. QUERY EXPANSION WITH LEARNING OBJECTS

To verify that the designer's queries are more precise through linguistic processing and the expansion based on domain ontologies, we implement a prototype that includes the following activities.
Linguistic pre-processing of the query includes the extraction of stopword and the stemming of every term.

Validation in a general dictionary and aggregation synonyms. At the moment, it has been used Wordnet dictionary for the query in English.

Validation in the domain. In this case, it has been used the validation in ontology domain.

Expansion based on incorporation of synonyms from the dictionary.

Query expansion based on domain ontology. The algorithm of the \( \text{(16)} \) was adapted for this research according to restrictions or shortcomings identified:

- The intension of the user's query is based on calculating number of concepts that match between the query and synonyms represented in the ontology. This amount is divided by the total synonymous.
- In this way, it is harms expansion in short queries, or when there is a lot of synonyms in the ontology.
- The algorithm can not be used with a different domain ontology. That is, algorithm is dependent on the JLOO ontology structure. Particularly depends of synonymy’s relations of and the hierarchical levels or depth of the ontology. If ontology is less deep, it will harm expansion.
- The final leaves level, called facts, has a set called facts, have a set of synonymous through which expansion is performed. That is, when query is expanded, it adds data properties or annotations associated with nodes (classes, subclasses) that form the subtree of the user's intention.
- The concepts included in the ontology are not processed linguistically. Specifically some have suffixes, prefixes or they are in plural (for example array, interfaces, literal constants, etc.). This implies that are reduced opportunities for expansion when it is make matching between query's terms with those represented in the model.
- In the JLOO Ontology the use of is_a relations is not consistent. These relationships do not necessarily reflect hierarchical relationships (i.e. father and son) between the concepts modeled.

In relation to problems presented above, this research proposed the following improvements:

- Stopword removal and stemming for queries and ontology's concepts.
- The concepts weight was calculated based on the initial amount of query terms.
- The queries definition and evaluation of expansion results will be performed for three teachers. They have experience in teaching, but having different knowledge level in JAVA programming domain.

Regarding the restrictions associated with the ontology, in this first stage of this investigation will expand considering is-a relation as a part-of relationship. Additionally it will use annotations synonymous.

To implement the expansion prototype, Java was used as programming language and as framework. In addition, other Tools and APIs such as Apache Apache Lucene, SPARQL Query Language for RDF, Protégé, Jena, ARQ Query Processor, WordNet (version 2.2) and JWNL are analyzed and integrated.

Figure 1 depicts an example in which the initial query is

---

```
"Methods and Class of the objects". The prototype, first transforms the text to lowercase and removes the words "and" and "the" (stopwords). Then, it removes suffixes, prefixes or plural. In this case, the result is "class method object". To ensure that a word’s stem is valid, it first checks whether it exists in the dictionary. But if a word is not in
```
dictionary, may be because it is badly written, or is a specific term of a domain. For example "else" "do while" or "arrays" are valid terms in the programming domain but not in general dictionary. Finally, there are terms that are valid in the domain without processing, for example, the words "programming", "for", "from", "testing" or "debugging" should not be stemming or eliminated as stopwords (for example for, from, else, etc.).

According to the above, the domain validation is performed before any processing. Since that the ontology is the domain model of the query, if a term is found in the ontology, it should go direct to the expansion process. Else, it will go first through the elimination of stopwords and stemming before being expanded.

IV. RESULTS AND DISCUSSIONS

In the Learning Object Retrieval there are no standardized collections test data like those used in Information retrieval (IR) for example TREC- collection.

For this reason, in this research' stage, we are focused on proving that activities of processing, validation and expansion allows "add terms that refine or improve the specification of user's initial query". In future research will be necessary to define a mechanism to use metrics such as precision (3,18).

In total, 16 queries were obtained. Table 1 shows the queries and the expansion results.

According to the experience and results, the following aspects are relevant.

- The main problem, related with knowledge models, is referred to correspondence that should exist between search terms and model concepts.
- The pre-processing linguistic of query terms is a core activity and indisputable in information retrieval. However, to ensure correspondence is necessary to consider too processing of ontology's concepts.
- The domain validation must be performed before any processing because there are terms that are valid only in specific domains.
- Due to queries specificity, the use of dictionary (e.g. Wordnet) for validation or synonym extraction does not give the expected results. In most cases only adds more ambiguity.
- Despite the problems or weaknesses identified, the linguistic processing and query expansion based on domain ontologies adds new terms that specify the query and therefore increase the chances of recovering more LO relevant for user.
- It is necessary to evaluate the effect and the relationship between the threshold of expansion and the structure of ontology. This is because the number of new terms depends on this relationship. No conclusive data regarding the amount of new terms, but most studies suggest an average of twenty (5,19).

<table>
<thead>
<tr>
<th>Initial Query</th>
<th>Expanded terms with JLOO's Ontology</th>
</tr>
</thead>
<tbody>
<tr>
<td>Variables and types</td>
<td>variables, type, constants,</td>
</tr>
<tr>
<td>&quot;Conditional methods and recursion&quot;</td>
<td>Conditionals and recursion,</td>
</tr>
<tr>
<td>methods</td>
<td>method, introduction, class, field, part,</td>
</tr>
<tr>
<td>&quot;Fruitful methods&quot;</td>
<td>Fruitful methods,</td>
</tr>
<tr>
<td>Expressions and types</td>
<td>expressions, type, statement,</td>
</tr>
<tr>
<td>Iteration and selection</td>
<td>iteration, selection, exception handling, sequence structure,</td>
</tr>
<tr>
<td>operators and expressions</td>
<td>operators, expressions, statement,</td>
</tr>
<tr>
<td>Object oriented programming</td>
<td>object, orient, program, attributes, behaviour instance of operator, type comparison operator, new operator, instance, class,</td>
</tr>
<tr>
<td>&quot;Abstract class&quot;</td>
<td>abstract class, static binding, dynamic binding, abstract class structure, abstract method, polymorphism, overriding, overloading, superclass, subclass, inheritance, package, method prototype, interface structure, composition, interface, internal scope, external scope, scope,</td>
</tr>
<tr>
<td>Interfaces</td>
<td>interfaces,</td>
</tr>
<tr>
<td>&quot;Constructor methods&quot; Constructor</td>
<td>constructor, constructor method, copy constructor, class method use static, helper methods, void methods, method signature, method declaration, value returning methods, instance methods, field declaration,</td>
</tr>
<tr>
<td>Constants and attributes</td>
<td>constant, attributes, object, behaviour, instance of operator, type comparison operator, new operator, instance, class,</td>
</tr>
<tr>
<td>Arrays, Vectors</td>
<td>arrays, vector,</td>
</tr>
<tr>
<td>Lists</td>
<td>list,</td>
</tr>
<tr>
<td>Persistence</td>
<td>persistence,</td>
</tr>
<tr>
<td>&quot;Structure control&quot;</td>
<td>Structure control,</td>
</tr>
</tbody>
</table>

- Results, obtained using Lee's algorithm expansion, are dependent of the ontology depth. In tests with ontologies flat with lots of leaves, results are poor, because too many terms are added, causing an increase in ambiguity.
- Although today there are several domain ontologies, most of them do not have structure that allows them to be used with expansion algorithm proposed by [16].
- Successful expansion requires use of formal domain ontologies that are available for different areas of knowledge. Ontologies that are supported by the scientific community to ensure its continuous improvement. Therefore, every expansion algorithm should be based on ontological relations valid at any ontological model, independent of its structure, size or depth.
Regarding success factors for effective use of ontologies in query expansion proposed by [found in references], it is observed that the quality and user familiarity with the domain model influence success positively in expansion results.

For example, there are valid queries without expansion. This implies that ontology does not include all domain concepts or ontology concepts were not processed linguistically.

Moreover, at the researching beginning, we assumed that the queries defined by users with more knowledge on the subject, would deliver better results. However, user familiarity with ontology domain was important in defining their consultations.

V. CONCLUSIONS

In the study’s context, contribution obtained from a general dictionary such as Wordnet in query expansion is minimal because the teacher-user has knowledge in the domain and your queries are more specific than queries of other web user. It also justifies the importance of use terminology relationships that are typical of a thesaurus.

Moreover, at the researching beginning, we assumed that the queries defined by users with more knowledge on the subject, would deliver better results. However, user familiarity with ontology domain was important in defining their consultations.
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